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Motivation

Great sunspot of ’47

Recent hypothesis: individual “rogue” active regions can cause significant 
fluctuations in the polar field (and hence future cycle amplitudes).

Was this the cause of the weak Cycle 23 Minimum?

Rogues’ gallery:
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Nagy et al., Solar Phys. [2017]
Jiang, Cameron & Schüssler, ApJL [2015]



Which regions do we care about?

Only regions near equator make a lasting contribution.

Source of a Prominent Poleward Surge 3197

Figure 7 Longitude-averaged
Br in the three simulations of an
identical region emerging at
different latitudes. (Yellow shows
positive, blue negative flux.)

Figure 8 North polar flux
[!NP (t)] and axial dipole
moment [b1,0(t)] as a function of
time for the three simulations of
an identical region emerging at
different latitudes.

choose the strong-flux region emerging in CR 2107 (i.e. in the third column of Figure 5).
Figure 7 shows three butterfly diagrams obtained in such single-region simulations, when the
complex is placed i) at its observed latitude λ = λ0 ≡ 24◦N, ii) at λ = λ0/2, and iii) at λ = 0.
For the same three runs, Figure 8 shows both the polar flux [!NP(t)] and the axial dipole
[b1,0(t)] as functions of time. The latter can be compared to Figure 6 of Jiang, Cameron, and
Schüssler (2014) and Figure 4 of Wang and Sheeley (1991).

From Figures 7 and 8 we see the following behaviour:

i) The polar flux does not (in general) decay to zero, but reaches an asymptotic steady state
after about six years, which is symmetric between the two hemispheres. (This results
from a balance between equatorward diffusive transport and poleward meridional flow;
DeVore, Boris, and Sheeley 1984.)

ii) Placing the emerging region nearer the Equator leads to a higher asymptotic value of the
polar field. (The exact latitudinal dependence is determined by the chosen meridional-
flow profile and supergranular diffusivity.)
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Asymptotically, polar field behaves like axial dipole moment.



Our study

Input: 3+ solar cycles of synoptic maps from NSO/KPVT and SOLIS

Isolate contribution of individual observed regions to end-of-cycle dipole moment.
Aim:

sft_data - flux transport model that assimilates observed active regions
github.com/antyeates1983/sft_data

Method:
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Abstract

We test recent claims that the polar field at the end of Cycle 23 was weakened by a small number of large,
abnormally oriented regions, and investigate what this means for solar cycle prediction. We isolate the contribution
of individual regions from magnetograms for Cycles 21, 22, and 23 using a 2D surface flux transport model, and
find that although the top ∼10% of contributors tend to define sudden large variations in the axial dipole moment,
the cumulative contribution of many weaker regions cannot be ignored. To recreate the axial dipole moment to a
reasonable degree, many more regions are required in Cycle 23 than in Cycles 21 and 22 when ordered by
contribution. We suggest that the negative contribution of the most significant regions of Cycle 23 could indeed be
a cause of the weak polar field at the following cycle minimum and the low-amplitude Cycle 24. We also examine
the relationship between a region’s axial dipole moment contribution and its emergence latitude, flux, and initial
axial dipole moment. We find that once the initial dipole moment of a given region has been measured, we can
predict the long-term dipole moment contribution using emergence latitude alone.
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1. Introduction

There is a strong correlation between the strength of the
Sun’s polar magnetic field at solar cycle minimum and the
strength of the following cycle (e.g., Schatten et al. 1978;
Muñoz-Jaramillo et al. 2013). This means that it is possible to
perform earlier solar cycle predictions by forecasting the
evolution of the polar fields. Common methods for simulating
the evolution of the radial magnetic field at the surface include
using dynamo models (for a review, see Charbonneau 2014),
but surface flux transport (SFT) models (Wang et al. 1989;
Baumann et al. 2004; Sheeley 2005; Jiang et al. 2010; Mackay
& Yeates 2012; Upton & Hathaway 2014; Hathaway &
Upton 2016), introduced in the 1960s (Babcock 1961;
Leighton 1964), have risen in popularity over the last decade
due to their relative simplicity and accuracy.

SFT models describe the evolution of magnetic regions on
the solar surface, which appear due to the rise of buoyant flux
tubes (Fan 2009). Generally, they emerge with a leading
polarity and an opposing trailing polarity with respect to the
east–west direction, and so are known as bipolar magnetic
regions (BMRs). There is hemispheric asymmetry in the
leading polarities, which are generally the same across a
hemisphere, according to Hale’s polarity law (Hale 1924).
Helical convective motions in the solar interior impart a tilt to
each BMR with respect to the east–west line (the line that
connects the centres of the opposing polarities), with the
leading polarity located closer to the equator. The effect is
stronger at higher latitudes according to Joy’s law
(Howard 1991), and a sinusoidal fit for the relationship
between tilt angle α and latitude λ is 32.1 sina l= (Stenflo
& Kosovichev 2012), although it should be noted that there is
significant variation between different regions. These devia-
tions from Joy’s Law could be the key characteristics in
determining polar field strength at cycle minimum, as discussed
below.

After emergence, the magnetic flux diffuses across the
surface by being pushed to the edges of convection cells
(Leighton 1964), is advected poleward by meridional circula-
tion, and sheared by differential rotation. Due to the combined
effects of Hale’s and Joy’s laws, the net result of this process is
the cancellation of leading polarity flux across the equator and
the accumulation of trailing polarity flux at the poles. This
cancels the polar flux of the previous cycle and builds up new
polar flux of the opposite polarity. It is this built-up polar field
that provides an early insight into the amplitude of the
following cycle.
Of particular interest is the unusually weak polar field (and

equivalently weak axial dipole moment) at the end of Cycle 23
(Muñoz-Jaramillo et al. 2012), which in turn is believed to be
responsible for the low amplitude of Cycle 24. Jiang et al.
(2015) used the BMR data of Li & Ulrich (2012) to investigate
the effect of tilt angle on axial dipole moment contribution D,
using an empirical relation involving tilt angle, latitude, and
area (Jiang et al. 2014):
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where A is the area, α is the tilt angle, and λ is the emergence
latitude of each region. They found that axial dipole moment
contributions from observed tilt angles in Cycle 23 follow
those obtained by assuming Joy’s Law at latitudes above ±10°.
Nearer the equator, the regions with observed tilt angles
contribute substantially less than would be expected from Joy’s
Law, contrary to the behavior of Cycles 21 and 22, which
follow the Joy’s Law contributions more closely at all latitudes.
This led to the suggestion that a single large anti-Hale or anti-
Joy region emerging at a low latitude, or across the equator
(Cameron et al. 2013, 2014), has the ability to significantly
alter the dipole moment, and this could have been the catalyst
behind the weak polar field at the end of Cycle 23. Therefore,
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Surface Flux Transport Model



sft_data model Yeates, Baker & van Driel-Gesztelyi, 
Solar Phys. [2014]

differential
rotation

meridional flow supergranular 
diffusion

“radial” 
decay

emergence



Parameter optimization

4.1. Determination of active region properties 104
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Figure 4.1: Top: Optimal butterfly diagram for Cycle 21 through
to Cycle 24, simulated using the parameters from Table
4.1. Bottom: ‘Ground truth’ data for the same period.
Vertical dashed lines indicate start/end points of cycles
as used in this thesis.

Whitbread, Yeates, Muñoz-Jaramillo & Petrie, A&A [2017]

We optimized against  the 
butterfly diagram using 
MPIKAIA (genetic algorithm).
Charbonneau & Knapp [1995]

Optimal parameters:

where

cf. Lemerle, Charbonneau & 
Carignan-Dugas, ApJ [2015]



Validation [Cycle 23]

A&A 607, A76 (2017)
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Fig. 11. Axial dipole moments calculated from observed data (blue),
the parameter set in Table 1c (green), and the parameter set in Table 1d
(brown).

(MDI; Scherrer et al. 1995). The data were supplied as coe�-
cients of the following parametrization:

v (✓) =
⇣
C0 +C1 cos ✓ +C2 cos2 ✓ +C3 cos3 ✓ +C4 cos4 ✓

+C5 cos5 ✓
⌘

sin ✓. (10)

The meridional flow measurements for each Carrington rota-
tion are shown in Fig. 12 (blue curves). The observations tend
to follow either a fast or slow flow, highlighted by denser blue
areas, indicating the dependence on time and that the flow tran-
sitions between the two extremes throughout the cycle. Addi-
tionally, for a small number of Carrington rotations an equator-
ward counterflow is observed at high latitudes, though it should
be noted that such a counterflow was not visible in HMI data
(Hathaway & Upton 2014). The choice of flexible profile in
Eq. (3) does not allow for this phenomenon.

The optimal profile using the parameters from the 1D op-
timization in Table 1a is shown in purple in Fig. 12 for com-
parison. Whilst the observed and optimal profiles are similar in
shape, the optimal profile is too fast and reaches its peak at a
slightly lower latitude. Moreover, the observed profiles tend to
extend beyond ±75� but the optimal profile chooses to go to zero
throughout the polar regions, giving a possible explanation as to
why many SFT models incorporate this feature. Furthermore, the
1D optimal profile remains almost completely within the bounds
given by the observations, excluding at its peak in the northern
hemisphere for which asymmetry in the observations can be held
responsible.

The green and brown profiles in Fig. 12 represent the optima
for the 2D model excluding and including exponential decay re-
spectively. Both profiles are fully contained within the observa-
tional limits, except for a small section of the brown curve in
the southern hemisphere which is due to a lower than average
maximum velocity. Of the three optimal profiles, the 2D regime
without decay matches the average observed profile the clos-
est, whilst the decay-enhanced flow is slightly slower (though
Hathaway & Rightmire 2010, observed speeds of 8 m s�1 at cy-
cle maximum). It does, however, continue to latitudes poleward
of ±70�, almost emulating the observational data. One limitation
of tracking magnetic features to measure the meridional flow is
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Fig. 12. Comparison of various meridional flow profiles: observed for
each CR (blue), 1D optimum (purple), 2D optimum (green) and 2D
optimum with decay (brown).
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Fig. 13. Comparison of average observed (blue) and fitted (red) merid-
ional flow profiles.

that it is not always easy to distinguish between the e↵ects of the
meridional flow and the e↵ects of supergranular di↵usion. For
this reason, flows derived from feature tracking tend to peak at
higher latitudes (e.g., Dikpati et al. 2010, Fig. 1), giving a possi-
ble explanation as to why the observed curves in Fig. 12 tend to
peak at higher latitudes than the modelled curves.

We use a non-linear least-squares fitting method to fit the
parametrized form of the meridional flow in Eq. (3) to the aver-
age observed coe�cients given by David Hathaway to ensure it
is actually possible to match the observed profile. The average
observed and fitted profiles, shown in Fig. 13 (blue and red re-
spectively), match closely for v0 = 11.3 m s�1 and p = 1.87,
and slight asymmetry in the average observed profile is con-
firmed. This value of p is close to that of Muñoz-Jaramillo et al.
(2009) and is within the acceptable ranges for p in the above
2D regimes, but is outside the equivalent range in the 1D opti-
mization run, whence we infer that the 1D model requires the
maximum velocity to be closer to the equator than is observed.
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that it is not always easy to distinguish between the e↵ects of the
meridional flow and the e↵ects of supergranular di↵usion. For
this reason, flows derived from feature tracking tend to peak at
higher latitudes (e.g., Dikpati et al. 2010, Fig. 1), giving a possi-
ble explanation as to why the observed curves in Fig. 12 tend to
peak at higher latitudes than the modelled curves.

We use a non-linear least-squares fitting method to fit the
parametrized form of the meridional flow in Eq. (3) to the aver-
age observed coe�cients given by David Hathaway to ensure it
is actually possible to match the observed profile. The average
observed and fitted profiles, shown in Fig. 13 (blue and red re-
spectively), match closely for v0 = 11.3 m s�1 and p = 1.87,
and slight asymmetry in the average observed profile is con-
firmed. This value of p is close to that of Muñoz-Jaramillo et al.
(2009) and is within the acceptable ranges for p in the above
2D regimes, but is outside the equivalent range in the 1D opti-
mization run, whence we infer that the 1D model requires the
maximum velocity to be closer to the equator than is observed.
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Results



Overview

We simulated each region individually to determine its final dipole contribution

Cycle 21 Cycle 22 Cycle 23 Cycle 24

anti-Joy regions: 903/3165



Region properties
4.3. Distributions of active region properties 114

Figure 4.5: Final Drel for each region against absolute latitude (left
panels), flux (middle panels) and initial Drel (right pan-
els). Markers are sized by absolute final Drel, and col-
oured by flux (left panels) and absolute latitude (middle
and right panels).
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Amplification factor

4.3. Distributions of active region properties 116

Figure 4.6: Ratio between final Drel and initial Drel for 5° latitud-
inal bins for Cycles 21 (pink), 22 (yellow), 23 (dark
green) and 24 (brown). Error bars show standard error.
Markers are plotted at the midpoint of each 5° bin. The
dark blue curve is a Gaussian fit to the data.

initial and final Drel. The standard errors for all of the fits are very small, indicating

a strong relationship between the overall amplification in Drel and the latitude of

emergence. If we fit a Gaussian to the data (dark blue curve in Figure 4.6), we find

that the axial dipole moment contribution is proportional to exp
⇣

≠ ⁄2

252

⌘
. This is

similar to the relationship between latitude and axial dipole moment contribution

given by Jiang et al. (2014) who also found a Gaussian latitudinal dependence in

their model (Equation 4.0.1). The di�erence in Gaussian width is probably caused

by di�erences in parameter choices, particularly meridional flow velocity.

4.3.2 Latitude and time

We now focus on the time-latitude distributions, i.e. ‘butterfly diagrams’, of the

active regions drawn from the assimilative 2D model. The top section of Figure 4.7

shows the butterfly diagrams of Cycle 21 for the cases shown in the first section of

Figure 4.3(a), where border colours match profile colours. We find few strong regions

that have emerged across the equator, suggesting that large contributors from Cycle

21 are likely to be because of orientation reasons rather than being cross-equatorial.

Ratio of final to initial dipole moment primarily determined by latitude.

cf. Jiang, Cameron & Schüssler, ApJ [2014] who found



4.2. How many regions are required? 108

Figure 4.3: Evolution of the axial dipole moment for Cycles 21 to
24. Each profile is obtained by: (a) only using a certain
number of the biggest contributors to the axial dipole
moment, or (b) removing the biggest contributors to
the axial dipole moment. Numbers in brackets apply
to Cycle 24 only. Colour intensity is indicative of the
number of regions used in each simulation, as shown in
the legend. The light grey curve shows the observed
axial dipole moment. Vertical dashed lines indicate
start/end points of cycles as used in this thesis.
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Strongest contributors in Cycle 23

means that the evolution of the observed axial dipole moment
Dtot is well reproduced by the simulation, even though the axial
dipole moment is not considered directly in the fitness function
(unlike Lemerle et al. 2015). We will also continue to use the
term “regions” to describe both individual and clusters of
regions.

3. How Many Regions are Required?

Initially, we consider the effect on the overall axial dipole
moment of including the largest dipole moment contributions
only, to assess how many regions are needed to replicate the
original axial dipole moment. Regions are listed in order of
absolute D trel end( ), and only those above a certain threshold are
assimilated. This routine is performed at five thresholds so that
the top 10, 100, 250, 500, and 750 regions are included over
five separate runs in each cycle, and the resulting profiles are
shown in Figure 3(a). These are superimposed on the observed
axial dipole moment (light gray).

The left-hand section of Figure 3(a) shows the effect of
keeping the largest contributions to the axial dipole moment
from the simulation of Cycle 21. Incorporating the largest 750
contributors of the 844 regions makes only a little difference (a
decrease of 1.6%), but using 500 regions corresponds to a
reduction of 7% of the axial dipole moment.

The middle section of Figure 3(a) shows the effect of
including the largest contributions to the axial dipole moment
from the simulation of Cycle 22. As few as 500 of the 846
regions can be used with a shortfall of just 1.3%, and using 750
regions makes little difference to the evolution of the axial
dipole moment. If we assimilate the top-ten contributors of
Cycle 22, polar field reversal is almost achieved.

The right-hand section of Figure 3(a) shows the same
profiles as the left and middle sections but for Cycle 23. Even
when the largest 750 contributors of the 951 regions are
assimilated, there is a more significant discrepancy (a decrease
of 4.7%) between the resulting axial dipole moment and Dtot
than in the previous two cycles. We will show later that this is
because most of the large contributors in Cycle 23 act to
weaken the overall dipole moment (opposite to the majority
pattern). The cumulative contribution of many weaker regions
is therefore needed to recover its final strength, so although a
small number of regions have a disproportionate effect, the

cumulative contribution of the many regions with weaker
dipole moment cannot be ignored, owing to their common sign.
In each cycle, we see that the top ∼10% of contributors (that

is, about 100 of them) determine the rapid short-term changes
in the axial dipole moment. Here, we see the deficit in Cycle
23; even when the top 100 contributors are included the polar
field is still unable to reverse. If we remove the top-ten
strongest regions from the simulation instead of keeping them
(Figure 3(b)), we discover that the amplitude of the final axial
dipole moment is overestimated in Cycles 21 and 23, and
underestimated in Cycle 22. This demonstrates the impact of
the strongest regions from the three cycles, and that the polar
field at the end of Cycle 23 could have been stronger had the
strongest few regions emerged with different properties or not
emerged at all. If the top 100 strongest regions are removed
from Cycle 23, the axial dipole moment is better represented
than in the equivalent cases for Cycles 21 and 22, presumably
because the proportion of regions with negative dipole
contribution is greater in Cycle 23.

3.1. What are the Implications for Making Predictions?

Up to this point, regions have been ordered by D trel end( ).
Unfortunately, calculating this at time of emergence requires us
to know the subsequent behavior of all other regions during the
rest of the cycle. Therefore, we now examine the consequences
of ordering and including regions based on absolute flux, which
is a quantity readily measured at time of emergence. The solid
lines in Figure 4 display the change in D trel end( ) as more active
regions are included in the simulation, ordered by decreasing
flux, for Cycles 21 (pink), 22 (yellow), and 23 (dark green).
There are multiple regions with large flux that contribute

positively to the axial dipole moment during Cycle 21. Because
of this, 80% of D ttot end( ) is attained when less than 40% of
regions are considered (bearing in mind the threshold for the
top 40% is ∼(4–4.5)×1021 Mx depending on the cycle).
There is then a sharp decrease when the two biggest
contributions of D trel end( ) are included, before the 80% mark
is reached again, corresponding to half the number of regions
being used. Note that more than 25% of D ttot end( ) is attained by
using only a small percentage of the largest regions. This is a
side-effect of the measure we use. For example, when decay is
not present (see Figure 10 in the Appendix) and 10 regions are
included, the end-of-cycle dipole moment is far away from the
original end-of-cycle dipole moment (thick black line), and the
contribution is small (dashed profiles in Figure 4). However
when we include decay (Figure 3), these profiles both go closer
to zero, thereby reducing the difference between the two end-
of-cycle dipole moments and hence increasing the relative
dipole moment obtained by the 10 regions. This effect is even
stronger for the other two cycles. Inclusion of decay does not
affect the basic shape of each profile, it merely weakens the
contribution from stronger regions. This can be seen by
comparing the solid and dashed lines in Figure 4.
The D trel end( ) of Cycle 22 rises at a steady rate as more

regions are added, but there are two clear phases with a large
jump in between. One can attribute this jump to the inclusion of
the largest contributor of Cycle 22. Because of this significant
addition to the dipole moment, using 55% of regions is enough
to ensure that 80% of D ttot end( ) is reached.
The profile for Cycle 23 initially reaches almost

0.5 D ttot end( ), presumably because the regions with strongest
flux contribute positively to the dipole moment. There is then

Figure 2. Nine most significant contributing regions from Cycle 23, as
measured by D trel end( ). The panels are equal in size and centered around each
region. Each image is saturated individually.
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Conclusions

Estimated contribution of each active region to the end-of-cycle dipole using 
SFT model.

- Outliers exist, in support of the “rogue active region” hypothesis.
- Polar field at end of Cycle 23 was weakened >15% by top 10 contributors.
- BUT the overall weakening wasn’t caused by a handful of regions.

If Babcock-Leighton is correct, this limits solar cycle predictability!

Whitbread, Yeates, Muñoz-Jaramillo & Petrie, A&A [2017] - optimization
Whitbread, Yeates & Muñoz-Jaramillo, ApJ [2018] - dipole contributions

https://doi.org/10.7910/DVN/FMY6UR - observed dipole moment data
github.com/antyeates1983/sft_data - SFT code

http://livepage.apple.com/


4.4. E�ect of decay on the axial dipole moment 121

Figure 4.9: Evolution of the axial dipole moment for Cycles 21 to
24, equivalent to Figure 4.3 but with no exponential
decay term.

4.2. How many regions are required? 108

Figure 4.3: Evolution of the axial dipole moment for Cycles 21 to
24. Each profile is obtained by: (a) only using a certain
number of the biggest contributors to the axial dipole
moment, or (b) removing the biggest contributors to
the axial dipole moment. Numbers in brackets apply
to Cycle 24 only. Colour intensity is indicative of the
number of regions used in each simulation, as shown in
the legend. The light grey curve shows the observed
axial dipole moment. Vertical dashed lines indicate
start/end points of cycles as used in this thesis.

Original (with decay) Without decay


